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Abstract 

Digital technology is an integral part of the research and educational processes in 

universities. Hybrid education has already overtaken the traditional model used prior to 

2020. Virtual classes have evolved into a space where the educational process begun in 

physical classes can be continued and expanded. The use of digital educational platforms 

such as Moodle or Google Classroom is on the rise and facilitate the use of assessment 

automation on an ever-increasing scale. Evaluation methods must be remodeled in such a 

way that they are less vulnerable to artificial intelligence programs such as ChatGPT. The 

emergence of large language models, as well as other aspects of technological evolution, are 

putting increasing pressure on the academic world, forcing it to become significantly more 

adaptable and resilient. The intense use of the IT&C technologies in the education sector 

began with the introduction of web 2.0 tools. With the pandemic, societies faced a revolution 

in the IT&C sector. Websites and applications that make use of user-generated content, the 

increased network connectivity, and enhanced communication channels started becoming 

tools used in education to enhance the quality of the entire process. The Universities had to 

adapt then just like they have to now, even though specific challenges may be different. This 

paper presents a comparison of how Web 2.0 and the evolution of large language models 

affected the educational and research processes in universities and how everything adapted 

to their specific reality. 
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1. Introduction 

Digital technology has become an integral part of research and educational 

processes in universities, with hybrid education growing more and more (Xie et al., 

2020). The COVID-19 pandemic has accelerated the adoption of virtual classes and 

digital educational platforms, such as Moodle and Google Classroom (Chinie et al., 

2022), which have facilitated the continuation and expansion of the educational 

process (Ionescu et al., 2020). However, the increasing use of digital technologies, 

including large language models and artificial intelligence, has posed challenges to 

the academic world, necessitating adaptability and resilience (Yan et al., 2023) . 

The emergence of Web 2.0 tools and the evolution of large language models have 

significantly impacted the educational and research processes in universities. Web 

2.0 tools, characterised by user-generated content and enhanced communication 

channels (Jones, Iredale, 2009), have been utilised to enhance the quality of the 

educational process (Usluel, Mazman, 2009). These tools have facilitated 

collaboration, knowledge sharing, and active participation among students, teachers, 

and researchers (Dahlan et al., 2010). On the other hand, the evolution of large 

language models, such as ChatGPT, has raised concerns about the vulnerability of 

evaluation methods to artificial intelligence programs (Yu, 2023). 

The COVID-19 pandemic has further highlighted the importance of digital 

technologies in education. Online education has provided unprecedented access to 

learning opportunities and has the potential to democratise and evolve the teaching 

act (Gorina et al., 2023). However, challenges such as technological constraints, lack 

of engagement, or a sense of belonging need to be addressed to ensure the success 

of online education (Peacock et al., 2020). The effective usage of digital 

communication platforms, including social media and digital PR models(Busu et al., 

2020), has played a crucial role in maintaining the sustainability of universities 

during the crisis (Ayman et al., 2020). 

The paper analyses the similarity between the launch of ChatGPT and the 

development of digitalisation during the COVID-19 period from a bibliometric point 

of view. The emergence of large language models, such as ChatGPT, has 

revolutionised the way information is generated and processed (Usluel, Mazman, 

2009). These models have the ability to generate human-like text and have been used 

in various applications, including chatbots, text generation, and sentiment analysis 

(Gómez Cano et al., 2023). The launch of ChatGPT represents a significant 

milestone in the field of natural language processing and artificial intelligence. 

The COVID-19 pandemic has accelerated the adoption of digital technologies in 

various sectors, including healthcare, communication, and education (Petracca et al., 

2020). The reliance on digital health technologies and the use of digital platforms  

to support mental health and provide resources to healthcare workers have  

become increasingly important during the pandemic (Mata-Greve et al., 2021). The 

integration of these technologies has transformed the educational and research 

processes in universities, enabling remote learning, collaboration, and access to 

information (Dima et al., 2020). These tools have facilitated collaboration, 

knowledge sharing, and active participation among students, teachers, and 
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researchers. On the other hand, the emergence of large language models, such as 

ChatGPT, has raised concerns about the vulnerability of evaluation methods in 

Higher Education Institutions. 

2. Problem Statement 

The advent of Large Language Models (LLMs) represents a substantial milestone 

in contemporary research and education. These advanced artificial intelligence 

systems have not only transformed the way information is processed and 

disseminated but have also reshaped pedagogical practices and research 

methodologies. While their potential for catalysing a new era of digitalisation is 

considerable, the implications of such transformative technologies necessitate 

thorough investigation and understanding, which is why Chat GPT, for example, is 

a common discussion and research topic in the last period. However, this type of 

change is not entirely new to society. The COVID-19 pandemic served as a tipping 

point as well, pushing many public and private institutions to expedite their digital 

transformation strategies. This urgent shift introduced a range of challenges and 

opportunities, leaving institutions navigating uncharted territory in terms of 

implementing new digital tools and platforms, maintaining quality service delivery, 

and addressing issues of equity and access. Both of these quick transition periods 

were carefully analysed by the academic community, but there remains a question 

of “How different are they and what can we learn from their comparison?” 

3. Aims of the Research 

The primary objective of this paper is to investigate the similarities and 

differences between the digital transformation necessitated by the COVID-19 

pandemic and the introduction and utilisation of Large Language Models, such as 

ChatGPT, in the realm of research and education. This endeavour involved the 

following specific aims: 

• Historical Analysis: To provide an in-depth analysis of the events that triggered 

the rapid digitalisation during the COVID-19 pandemic, highlighting the key 

challenges faced, the solutions adopted, and the lessons learned. Similarly, we 

aimed to trace the development and deployment of ChatGPT, focusing on its 

impact on research and education, and addressing the challenges and 

opportunities it presents. This was done through a thorough literature review. 

• Comparative Study: To draw parallels and contrasts between the digital 

transformation during the COVID-19 period and the launch of ChatGPT, based 

on a Latent Dirichlet Allocation (LDA) analysis. 

• Impact Assessment: To assess the short-term and long-term impacts of both the 

pandemic-induced digitalisation and the introduction of ChatGPT on research 

and education. This will involve the evaluation of the advantages and limitations 

of each in terms of improving research productivity, enhancing educational 

delivery, and shaping future trends. 
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Ultimately, the objective of this study is to use these insights to better understand 

the dynamics of digitalisation in the research and education sectors and to guide 

future policy and practice in the era of artificial intelligence. 

4. Research Methods 

i. Data Collection: The first step in this research involved data collection from 

two separate periods – the initial six months of the COVID-19 pandemic (the 

COVID-19 period) and the first six months after the launch of ChatGPT. Our data 

primarily consists of academic papers and reports published during these periods. 

We have amassed a number of 604 papers on Chat GPT and 979 papers on the 

COVID-19 period. For the Covid period, we focused on collecting articles that 

discuss digital transformation, particularly those that concentrate on education and 

research fields. In the case of ChatGPT, our focus will be on articles that evaluate, 

critique, or discuss the implications and applications of ChatGPT in the same sectors. 

The main source of analysed data was the arxiv database, which is a free distribution 

service and an open-access archive for over two million scholarly articles. 
ii. Data Preprocessing: Following data collection, we preprocessed the data  

to prepare it for analysis. This process included steps such as removing stop words 

(e.g., 'the', 'a'), stemming (reducing words to their root form), and lemmatisation 

(ensuring the root word belongs to the language). We also converted the text to a 

machine-readable format and implement tokenisation, converting sentences into 

individual words or 'tokens'. 
iii. Topic Modeling Using Latent Dirichlet Allocation (LDA): We employed 

Latent Dirichlet Allocation (LDA) to conduct topic modeling on the preprocessed 

data from both periods. LDA is a probabilistic topic model that assumes documents 

are a mixture of topics and that each word in the document is attributable to one of 

the document's topics. By analysing the distribution of topics and the frequency of 

words within those topics, we can identify the dominant topics in the research and 

discourse from each period. The model hyperparameters were chosen using a grid 

search methodology, with over 540 models trained for each period, optimising for 

coherence as a performance management measure. 
iv. Comparison of Topic Models: When generating the topic models for the two 

periods, we compared them to identify similarities and differences in the dominant 

themes of the two periods. This will involve a careful review of the topic keywords, 

their distribution, and their representation within the documents. 
v. Interpretation and Analysis: Finally, we interpreted the results, placing them 

in the context of the broader digital transformation in research and education. This 

step involved analysing how the discourse evolved from the Covid period to the 

introduction of ChatGPT, noting the trends, shifts, and continuities. 
The methodology outlined above provided a comparative analysis of the main 

topics discussed during the initial digitalisation period during the COVID-19 

pandemic and the first six months after the ChatGPT launch.  
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5. Findings 

For the COVID period, the best performing LDA model identified five topics 

inside the full text corpus.  

 
Figure 1. LDA Analysis – Covid Period Research 

Source: Author’s own. 

 
Topics 1, 3 and 5, each refer to different methodological approaches used to study 

the different types of data that were available during the COVID pandemic. Topic 1 

can be titled as “Deep Learning Research”, containing terms such as “image, 

recognition, speech, natural, language, deep, model, vision, supervised, attention, 

text, etc.”. Topic 3 can be summarised as “Network Effects Researrch”, with the 

most salient terms such as “lemma, network, robustness, domain, sample, graph”. 

Topic 5 can be summarised as “Shallow Machine Learning Research” with the most 

salient terms being: “lemma, theorem, gradient, layers, task, learn, forget”. 
The other two topics present in the LDA representation of the COVID 19 papers, 

are both referring to specific research conducted in the pandemic period. Topic 2 

refers specifically to education and research in education, with the most salient terms 

being: “education, communication, online, surveys, students, participation”, while 

topic 4 refers to a broader topic, namely “Policy Making”, with the most salient terms 

being: “state, policy, uncertainty, learn, control, trajectory”. 
For GPT, there were mainly four topics present inside the best model that was 

trained given the data. 
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Figure 2. LDA Analysis – Chat GPT Launch period 

 
Source: Author’s own. 

 

The first group can be characterised as “Quantitative Research done on 

ChatGPT” with the most salient terms being: “data, model, train, task, learn, text, 

encode, represent”, the second group can be characterised as “ChatGPT Response 

Evaluation”, with terms such as: “question, answer, human, performance, argument, 

evaluation”. The third group can be characterised as “ChatGPT impact in education”, 

with the most salient terms being: “education, student, learn, function, retract, refer, 

privacy”. The last group can be characterised as “The future of Large Language 

Models” with the most salient terms being: “quantum, cloud, computing, 

cryptography, particle”. 
There are more or less obvious similarities and differences between the core 

topics identified for these two periods. First of all, we can see that in both periods, 

different types of quantitative research was being conducted. In the COVID period, 

all of the areas of statistical modeling where present, while in the ChatGPT period 

there seems to be a limitation of quantitative methods, that can be attributed to the 

lack of data and computing power that is needed to conduct research in the area of 

Large Language Models.  
Second of all, the area of research and education was present in both of the studied 

periods, especially because of the choice of search terms that were used in data 

collection, but this area seems to be studied through different lenses. While in the 

COVID-19 period, the most salient terms contain “communication”, “online” and 

“survey”, in the GPT period, they contain “student”, “education” and “function”. 

The terms are linked with the most important areas of research conducted in the 

specific periods, namely the impact of online education in the educational processes 
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in the COVID-19 period and the impact of Large Language Models in the area of 

education for the ChatGPT period. 
Last but not least, there were two topics that are highly specific to each of the 

studied periods. For the COVID-19 period, this was the topic of policy making, and 

for the ChatGPT period, this was the topic regarding the future of large language 

models, with specific topics such as quantum computing, cloud computing, 

cryptography, etc. 

6. Conclusions 

Based on the Latent Dirichlet Allocation (LDA) analysis conducted on research 

produced during the first six months of the COVID-19 pandemic and the first six 

months after the launch of ChatGPT, each period was characterised by distinctive 

themes reflective of the specific context and challenges. During the COVID-19 

period, "Policy Making" emerged as a key theme, capturing the urgent need for 

strategic decisions in an unprecedented global crisis. In contrast, the post-ChatGPT 

period saw a surge in discourse around the "Future of Large Language Models", 

reflecting the anticipation and speculation about the potential advancements and 

challenges in the era of AI, with emphasis on concepts like quantum computing, 

cloud computing, and cryptography. 

In conclusion, despite the differences in the thematic focus of the two periods, 

there are underlying similarities that present opportunities for cross-learning. The 

consistent reliance on quantitative methods suggests that a data-driven approach will 

remain critical as we navigate the GPT era. Meanwhile, the shifting focus within the 

research and education theme underscores the need for continual adaptation and 

reevaluation in these fields as technology evolves. Finally, the period-specific 

themes highlight the importance of contextually grounded research that addresses 

the unique challenges and opportunities of each period. Taken together, these 

insights provide valuable guidance for researchers, educators, and policy makers 

navigating the integration of Large Language Models like ChatGPT into the digital 

transformation landscape. 
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